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Abstract. Let R be a selfinjective algebra. In this paper we consider Ω-perfect modules
and show how to use them to get information about the shapes of the Auslander-Reiten
components containing modules of finite complexity. We also look at the growth of the
sequence of Betti numbers for modules belonging to certain types of Auslander-Reiten
components.

1. Introduction, background and motivation

The notion of complexity of a module has been around for more than thirty years. In
depth studies have started in parallel at around the same time for group representations
(see [1, 2, 7, 8, 21] for instance) and also in commutative algebra (see [4, 5, 16, 23] and
[24]). In both cases the interest in complexity arose from the desire to understand the
growth of minimal projective resolutions.

We will recall now the definition of complexity. For this definition we don’t need to
restrict ourselves to finite dimensional algebras, so R can be either a finite dimensional
algebra over a field k, or R = (R,m,k) can be a local noetherian ring with maximal ideal
m and residue field k. Let M be a finitely generated R-module and let

P • : · · · −→ P 2 δ2−→ P 1 δ1−→ P 0 δ0−→M → 0

be a minimal projective (free in the local case) resolution of M . The i-th Betti number
of M , denoted βi(M), is the number of indecomposable summands of P i. Then, the
complexity of M is defined as

cxM = inf{n ∈ N|βi(M) ≤ cin−1 for some positive c ∈ Q and all i ≥ 0}

For instance cxM = 0 is equivalent to M having finite projective dimension, and cxM = 1
means that the Betti numbers of M are all bounded. If no such n exists, then we say that
the complexity of M is infinite (at some point in time people also used to say that the
complexity does not exist in this case). Let Ω denote the syzygy operator. Then it is clear
from the definition that if M is a finitely generated R-module, then cxM = cx ΩM , and
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an immediate application of the horseshoe lemma also shows that if 0→ A→ B → C → 0
is a short exact sequence of R-modules, then cxB ≤ max{cxA, cxC}.

Note also that every Ω-periodic module (that is a module M with the property that
ΩkM ∼= M for some positive integer k) has complexity 1. In fact, Eisenbud has proved
that if R = kG is the group algebra of a finite group, or if R is a complete intersection,
then every module of complexity 1 is Ω-periodic [10]. The converse need not hold in
general, not even in the symmetric local case; we have the following example due to Liu
and Schulz, [22]: Consider R = k〈x, y〉/〈x2, y2, xy + qyx〉 where 0 6= q ∈ k is not a root
of 1, and let T be the trivial extension of R by Homk(R, k). Then T is a local symmetric
algebra. Let M be the T -module (x+y)T . For all i ∈ Z the modules ΩiM have dimension
4, and are pairwise non-isomorphic. Since T is symmetric, τM = Ω2M holds, where τ is
the Auslander-Reiten translation. Hence the module M has complexity 1 and is neither
Ω- nor τ -symmetric. The module M therefore is contained in a ZA∞ component. There
are also counterexamples in the commutative case (see Gasharov and Peeva [15]).

Throughout this paper, R will denote a finite dimensional selfinjective algebra over
an algebraically closed field k with Jacobson radical r. Then, by an induction on the
Loewy length, it follows readily from the definition and the above remarks, that for
every finitely generated R-module M , we have cxM ≤ cxR/r. D will denote the usual
dualityD = Homk(−,k), and ν will denote the Nakayama equivalence

ν = DHomR(−, R)

Also, since R is selfinjective, then νΩ = Ων. Moreover in this case, the Auslander-Reiten
translate τ is given by τ = νΩ2. Since ν is a dimension preserving equivalence that
takes projective modules into projective modules, we have that cxM = cx νM , hence
cxM = cx τM for every finitely generated R-module M .

The paper is organized as follows. In the second section we talk about the shape of the
Auslander-Reiten components containing modules of finite complexity as obtained in [20]
and about the methods used in approaching this problem. In particular, we talk about
a very special class of modules called Ω-perfect. In section three, we study the existence
of Ω-perfect modules. Finally, in the last section we look at some special cases where we
analyze the growth of the Betti numbers.

2. Auslander-Reiten components containing modules of finite complexity

We start this section with the following easy observation:

Lemma 1. Let R be a selfinjective algebra and let Cs be a stable component of its
Auslander-Reiten quiver. The complexity is constant on Cs.

Proof. Let B → C ∈ Cs be an irreducible morphism. Then there exists an Auslander-
Reiten sequence 0 → τC → B ⊕ E → C → 0 for some module E. Hence we have
cxB ≤ cx(B ⊕ C) ≤ max{cxC, cx τC} = cxC. Since there is an irreducible morphism
from τC to B we use the same reasoning to get the reverse inequality. There is also an
“extreme” case to prove: the case when the only irreducible morphisms to modules C ∈ Cs
are from projective modules. But it is not hard to prove that this corresponds to the case
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when R is a Nakayama algebra of Loewy length two. In that case, the only non projective
modules are the simple modules and they are all periodic, hence their complexity is 1. �

In order to describe the shapes of the stable Auslander-Reiten components containing
modules of finite complexity we recall first the notion of Ω-perfect modules introduced
in [17, 18]. We observe first that if g : B → C is an irreducible epimorphism between
two nonprojective modules, then we have an induced irreducible map Ωg : ΩB → ΩC,
see [3] for instance These modules have a particularly nice behaviour under the syzygy
operator. However, there is no reason why Ωg should be again an epimorphism. Being
irreducible, we know though that it must be either an epimorphism or a monomorphism.
And one could ask the same question about an irreducible monomorphism f : when can
we guarantee that its syzygy Ωf is gain an irreducible monomorphism? We have the
following definition:

Definition. An irreducible map g : B → C is called Ω-perfect if for all n ≥ 0 the induced
maps Ωng : ΩnB → ΩnC are all monomorphisms or are all epimorphisms. An irreducible
map g is eventually Ω-perfect if, for some i > 0, the induced map Ωig : ΩiB → ΩiC
is Ω-perfect. An indecomposable non projective R-module C is called Ω-perfect, if each
irreducible map into C is Ω-perfect. We say that C is it eventually Ω-perfect if some
syzygy of C is an Ω-perfect module.

It was proved in [17] that if g : B → C is an irreducible epimorphism, then Ωg is again an
epimorphism if and only if its kernel is not a simple module. Thus, an irreducible map
g : B → C is eventually Ω-perfect, if and only if there exists a positive integer n such that
for each i ≥ n, the induced map Ωig : ΩiB → ΩiC has a non simple kernel. We have the
following consequence, see [18]:

Proposition 2. Let R be a selfinjective algebra having no periodic simple modules. Then
every nonprojective R-module is eventually Ω-perfect. �

We can specialize to the local finite dimensional case to obtain the following:

Corollary 3. Let R = (R,m, k) be a local selfinjective algebra, and assume that there are
modules of complexity two or higher. Then every indecomposable non projective R-module
is eventually Ω-perfect. �

One very nice feature of Ω-perfect maps is that they behave very nice under the syzygy
operator. We have the following (see [17]):

Proposition 4. Let R be a selfinjective algebra, and let 0 → A → B
g→ C → 0 be a

short exact sequence of R-modules where g is an irreducible Ω-perfect map. Then, for

each i ≥ 0 we have induced exact sequences 0 → ΩiA → ΩiB
Ωig→ ΩiC −→ 0, and thus

βi(B) = βi(A) + βi(C) for each i ≥ 0. �

It turns out that every indecomposable not τ -periodic module of complexity one is even-
tually Ω-perfect ([17]). The proof of this result is somehow involved and it would be
interesting to have a more direct and possibly elementary proof. Note also that a recent
result of Dugas ([9]), proves that if a simple module over a selfinjective algebra has com-
plexity 1, then it must be periodic. As mentioned above in the introduction, this need
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not hold for all modules with bounded Betti numbers so the assumption that the module
is simple, is essential.

We would also like to mention the following facts. Let C be an Ω-perfect module. Then
it is easy to show that τC is also Ω-perfect. Let now B be an indecomposable module,
and assume that there is an irreducible monomorphism B → C. Then it was shown in
[17] that B must also be Ω-perfect. We would like to know the answer to the following
question:

Question 5. LetB and C be two indecomposableR-modules, letB → C be an irreducible
epimorphism and assume C is Ω-perfect. Is B also Ω-perfect?

We will first look at Auslander-Reiten components containing modules that are not even-
tually Ω-perfect since this is the much easier case. We will show that these components
must have a very predictable shape. First, we recall the following definition and theorem,
see [19].

Definition. Let R be an artin algebra and let Cs be a stable component of its Auslander-
Reiten quiver. A function d : Cs → Q is additive if it satisfies the following properties:

(a) d(C) > 0 for each C ∈ Cs.
(b) 2d(C) =

∑
i d(Ei) for each indecomposable non projective module C, where the

sequence 0 → τC →
⊕

iEi
⊕

P → C → 0 is an Auslander-Reiten sequence and P is a
(possibly 0) projective R-module.

(c) d(C) = d(τC) for each C ∈ Cs.
The following theorem was proved by Happel-Preiser-Ringel in [19]:

Theorem 6. Let R be an artin algebra over an algebraically closed field and let Cs be
a stable component of its Auslander-Reiten quiver. Assume that there exists an additive
function on Cs. Then the tree class of Cs is either an extended Dynkin diagram of type

Ãn, D̃n, Ẽ6, Ẽ7, Ẽ8, or an infinite Dynkin tree of type A∞, D∞ or A∞∞.

Assume that a non-periodic stable component Cs contains a module C that is not even-
tually Ω-perfect. This means that some syzygy of C is a simple periodic module. Let
us denote that module by S, and let n be the Ω-period of S. It is clear that S is also
ν-periodic since the Nakayama functor preserves lengths, so let m denote the ν-period of
S. Let T = S ⊕ΩS ⊕ . . .⊕Ωn−1S, and let W = T ⊕ νT ⊕ . . .⊕ νm−1T . It is now imme-
diate that τW = W . Also, it is not hard to show that the function d : Cs → Q given by
d(M) = dimHomR(W,M) is an additive function, see [13, 20]. Using the Happel-Preiser-
Ringel theorem and the above observations we have the following surprising application
(see [20]):

Theorem 7. Let R be a selfinjective algebra and let Cs be a stable component of the
Auslander-Reiten quiver of R containing a module that is not eventually Ω-perfect. As-
sume in addition that the component is not τ -periodic. Then Cs is of the form Z∆ where

∆ is of type Ãn, D̃n, Ẽ6, Ẽ7, Ẽ8, or an infinite Dynkin tree of type D∞ or A∞∞. �

We should make a few remarks here. First, note the excluded case when the component
is τ -periodic is also well understood. They are either infinite tubes or they are periodic
components whose tree class is a Dynkin diagram (see [19, 26]). Note also that the theorem
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says that components of type ZA∞ cannot occur. In fact, we shall see in the next section

that we cannot have components of type Z∆ for ∆ = Ã1, Ẽ6, Ẽ7, or Ẽ8 either. At this
point we would like to state a second question that has actually been around in the area
for some time.

Question 8. Let R be a selfinjective algebra and assume that its Auslander-Reiten quiver

contains a component of type Z∆ where ∆ = Ãn, D̃n, Ẽ6, Ẽ7, Ẽ8, D∞ or A∞∞. Does this
imply that R is a tame algebra?

The answer to the above question is affirmative in the group algebra case, see [12]. There-
fore it seems that given a selfinjective algebra, almost all the indecomposable modules are
eventually Ω-perfect. We will discuss more about this phenomenon in the next section.

Considering Theorem 2.7, it turns out that a similar result holds for components con-
taining modules of finite complexity. The following result was proved in [20]. It is a
generalization of Webb’s theorem who had proved it first for group algebras [28].

Theorem 9. Let R be a selfinjective algebra and let Cs be a stable component of the
Auslander-Reiten quiver of R containing a module of finite complexity. Assume in addi-
tion that the component is not τ -periodic. Then Cs is of the form Z∆ where ∆ is of type

Ãn, D̃n, Ẽ6, Ẽ7, Ẽ8, or an infinite Dynkin tree of type A∞, D∞ or A∞∞. �

3. Ω-perfect modules

In this section we continue the study of Ω-perfect modules over a selfinjective algebra

and show that every component of type ZẼi for i = 6, 7, 8 or ZÃ1 consists of eventually
Ω-perfect modules. We also give an example of a component containing only modules
that are not Ω-perfect, and discuss possible values for complexities. We also pose some
new questions. We will need the notion of τ -perfect irreducible map. It is obviously very
similar to the one of Ω-perfect map: we say that an irreducible map g : B → C is called
τ -perfect if for all n ≥ 0 the induced maps τng : τnB → τnC are all monomorphisms or
are all epimorphisms.

If C is a component of the Auslander-Reiten quiver of R, we will denote by Cs its stable
part, and by ΩC the component containing all the modules of the form ΩX for X ∈ C
non projective. We have the following:

Proposition 10. Let R be a selfinjective artin algebra and let C be an Auslander-Reiten
component. If the module X ∈ C does not have any projective or simple predecessors in
C, then ΩX does not have either any simple or projective predecessors in ΩC.

Proof. Assume that ΩX has a simple predecessor S in the component ΩC. By applying
the inverse syzygy operator we obtain in C a chain of irreducible maps Ω−1S → · · · → X.
Denote by P the indecomposable projective-injective with socle S. We have an Auslander-
Reiten sequence 0→ rP → P ⊕ rP/S → P/S → 0, and since P/S ∼= Ω−1S, we see that
P is a predecessor of X in C. Assume now that ΩX has a projective predecessor in its
component, so there exists a chain of irreducible maps P → P/S → · · · → ΩX where S
is the socle of P . As before, we have that P/S ∼= Ω−1S, so there is a chain of irreducible
maps in Ω2C from S to Ω2X. Applying the Nakayama functor, we obtain that τX, and
hence X have a simple predecessor since the Nakayama functor preserves lengths. �
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One can prove in a similar fashion that for a selfinjective algebra, a component C contains
a simple (projective) module, if and only if the component ΩC contains a projective
(respectively simple) module.

Remark 11. Let C be an Auslander-Reiten component having a boundary, that is, a
component containing indecomposable modules whose Auslander-Reiten sequences have
indecomposable middle terms. Assume that C is not a tube, and let C be an indecom-
posable module lying on the boundary of C. Without loss of generality we may assume
that neither C nor ΩC has a simple module in the positive direction of their τ -orbit. This
means that if 0 → τC → B → C → 0 is the Auslander-Reiten sequence ending at C,
then both maps τC → B and B → C are Ω-perfect and so C is an Ω-perfect module. So
we see that nonperiodic components with boundaries, always contain Ω-perfect maps and
Ω-perfect modules. As we will see soon, this need not happen in components of the type
ZA∞∞.

Lemma 12. Let g : B → C be an irreducible map that is not eventually Ω-perfect, where
neither B nor C has a nonzero projective summand. Then, there exists a positive integer
α such that for each i ≥ 0 we have |`(ΩiB)− `(ΩiC)| ≤ α.

Proof. By taking enough powers of the Auslander-Reiten translate τ , we may assume
without loss of generality that g is onto, and that its kernel S is a simple periodic module.

Note that by applying Ω we obtain an induced exact sequence 0→ ΩB
Ωg−→ ΩC → S → 0.

If the induced map Ω2g is again a monomorphism, then we get the commutative exact
diagram

0

��

0

��

0

��
0 // Ω2B

��

Ω2g // Ω2C

��

// L

��

// 0

0 // PΩB

��

// PΩC

��

// Q

��

// 0

0 // ΩB

��

Ωg // ΩC

��

// S

��

// 0

0 0 0

hence the two modules L and ΩS are isomorphic, and we have a short exact sequence
0 → Ω2B → Ω2C → ΩS → 0. If on the other hand, the map Ω2g is an epimorphism,
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then we obtain a commutative diagram

0

��

0

��
0 // L // Ω2B

��

Ω2g // Ω2C

��

// 0

0 // L // PΩB

��

// PΩC

��

// S // 0

0 // ΩB

��

Ωg // ΩC

��

// S // 0

0 0

and therefore we obtain a short exact sequence 0→ Ω2S → Ω2B → Ω2C → 0. Continuing
in this fashion we see that for each integer i ≥ 0 we get either short exact sequences
0 → ΩiS → ΩiB → ΩiC → 0, or of the form 0 → Ωi+1B → Ωi+1C → ΩiS → 0. By
letting α = maxi∈N{`(ΩiS)}, our result follows, since the simple module S is periodic. �

The following (most probably) well-known lemma will be used to characterize Ω-perfect
maps in terms of the “τ -perfect” property. As usual, if M is an indecomposable non-
projective module, α(M) denotes the number of non-projective indecomposable direct
summands of the middle term of the Auslander-Reiten sequence ending in M .

Lemma 13. Let Λ be a selfinjective artin algebra and let M be an indecomposable non
projective and non simple Λ-module with α(M) = 2 with n = `(M) = `(τM). Assume
also that there exists an irreducible map E → M where E is indecomposable and that
`(E) = `(M)− 1.

(a) The middle term of the Auslander-Reiten sequence ending at M has no nonzero
projective summand.

(b) If E, M and τM are uniserial, then the remaining summand F of the Auslander-
Reiten sequence ending at M is uniserial too and its length is `(F ) = `(M) + 1.

Proof. Let 0 → τM → E ⊕ F ⊕ P → M → 0 be the Auslander-Reiten sequence ending
at M , where F is indecomposable non projective, and P is a nonzero projective module.
Note first that P must be indecomposable since the algebra is selfinjective. Using now
the fact that τM = rP , a length argument shows that

`(F ) = 2n− `(E)− `(P ) = 2n− (n− 1)− (n+ 1) = 0

contradicting our assumption. This proves the first part of the lemma.
For part (b), note first that the Auslander-Reiten sequence ending at M has the form
0→ τM → E⊕F →M → 0 where E and F are both indecomposable and `(F ) = n+ 1.
Hence τM is a maximal submodule of F . To prove the uniseriality of F , it suffices to
show that τM = rF . It is folklore (see also [17], Proposition 2.5.) that, since τM is not
simple, we have an induced exact sequence

0→ rτM → rE ⊕ rF → rM → 0.

Counting lengths, we get `(rF ) = 2(n − 1) − (n − 2) = n. Since the image of τM in F
contains the radical of F , it follows that τM ∼= rF , and F is also an uniserial module. �
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We are now ready to prove the promised characterization of Ω-perfect maps.

Proposition 14. Let R be a selfinjective algebra of infinite representation type, and let
C be an indecomposable module and let g : B → C be an irreducible map. Then g is
eventually Ω-perfect if and only if both g and Ωg are eventually τ -perfect.

Proof. Obviously, if g is eventually Ω-perfect then both maps g and Ωg are eventually
τ -perfect. For the reverse direction, assume that both maps g and Ωg are eventually
τ -perfect, but that g is not eventually Ω-perfect. By applying enough powers of Ω, we
may assume that g,Ωg are both τ -perfect, and that for each i ≥ 0, the maps τ ig are onto
and Ωiτg are one-to-one. Thus, for each i ≥ 0, there exist simple modules Si and exact

sequences 0 → Si → Ω2iB
Ω2ig−→ Ω2iC → 0 and 0 → Ω2i+1B

Ω2i+1g−→ Ω2i+1C → Si → 0. But
Ω2i+2g is again surjective so we infer from the proof of lemma 13 that for each i ≥ 0,
Ω2Si ∼= Si+1. Since there are only finitely many nonisomorphic simple modules, the
sequence {S1, νS2 = τS1, ν

2S3 = τ 2S1, · · · } is eventually periodic. Therefore without loss
of generality we may assume that there is a periodic simple module S, say of period n,
whose τ -powers are all simple.

We claim first that the simple modules S, τS, · · · , τn−1S lie on the boundary of a regular
tube C. To see this, observe first that we can deduce that the middle term E of the
Auslander-Reiten sequence 0 → τS → E → S → 0 is indecomposable. Moreover, E
cannot be projective, since otherwise the middle term of each Auslander-Reiten sequence
ending at a τ iS would be an indecomposable projective-injective module of length two.
This would imply that our algebra is selfinjective Nakayama of Loewy length two, contra-
dicting our assumption on the representation type of R. By construction, all the modules
in the same τ -orbit of C have the same length, and these lengths increase by one from
a τ -orbit to the next one. We may apply now the previous lemma and infer that the
component is a regular component. By the second part of the lemma we get that all
the modules in C are uniserial, a contradiction since we cannot have uniserial module of
arbitrary large length. �

Let ∆ be a quiver. A vertex x of ∆ is called a tip, if only one arrow of ∆ starts or ends
at x. If C is a component whose stable part is of type Z∆, then a module M corresponds
to a tip of ∆ if and only if the Auslander-Reiten sequence ending at M is of the form:

0→ τM → Y ⊕ P →M → 0

for some projective (possibly zero) module P and indecomposable non projective module
Y . Assume that C is a connected component of the Auslander-Reiten quiver, and that
we have Cs ∼= Z∆ for some quiver ∆. Since an Auslander-Reiten component contains at
most finitely many indecomposable projective or simple modules, for each indecomposable
module M ∈ Cs there exists a positive integer r such that τ rM has no projective or simple
predecessors in C. We have the following immediate consequence:

Corollary 15. Let Cs be a stable component of type Z∆ and let M be an indecomposable
module in Cs. Assume that M corresponds to a tip of ∆. Then M is eventually Ω-
perfect. �

We have the following:
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Proposition 16. Let Cs be a stable component of type Z∆ where ∆ is one of Ẽ6, Ẽ7, Ẽ8,
Ã1, A∞. Then every module in Cs is eventually Ω-perfect.

Proof. The case where ∆ = A∞ was treated in [20], (Theorem 2.11. and Lemma 2.6.).
Consider now the only case when the connected component Z∆ has no tip, that is the
case when ∆ = Ã1, that is, the Kronecker quiver. Let M ∈ Cs with no projective or
simple predecessors. The Auslander-Reiten sequence ending at M is of the form

0→ τM
[f1,f2]t−→ E ⊕ E [g1,g2]−→ M → 0

and it is obvious that all of the irreducible maps f1, f2, g1, g2 are epimorphisms, or all are
monomorphisms. We claim that they are all epimorphisms. If they are monomorphisms,
then in the Auslander-Reiten sequence

0→ τE
[τg1,τg2]t−→ τM ⊕ τM [f1,f2]−→ E → 0

the maps τg1, τg2 are also monomorphisms. Continuing in the positive τ direction we
obtain an arbitrary long chain or irreducible monomorphisms

· · · τ iE ↪→ τ iM ↪→ τ i−1E ↪→ · · · ↪→ E ↪→M

which is absurd. We can make the same argument for ΩM , and it follows that M is
Ω-perfect.
Assume now that ∆ is one of the remaining finite quiver Ẽi, take M in Cs with α(M) = 3,
such that M has no projective or simple predecessor in C and let CM be the full subquiver
of C, defined by the vertices which are predecessors of M . If X ∈ CM with α(X) = 1
(hence X corresponds to one of the 3 tips of ∆, then X is Ω-perfect by Remark 3.2, the
irreducible map Y → τX is an Ω-perfect epimorphism, and τX → Y is injective and
Ω-perfect. Consequently all irreducible maps between indecomposable modules in CM are
Ω-perfect, hence all indecomposable modules N ∈ CM with α(N) ≤ 2 are Ω-perfect. Take
finally V ∈ CM with α(V ) = 3 and let

0→ τV
[f1,f2,f3]t−→ ⊕3

i=1Xi
[g1,g2,g3]−→ V → 0

the Auslander-Reiten sequence ending in V . The irreducible maps fi all are surjective,
while the gi are injective. Choose j ≤ 3, let ⊕iXi = Y ⊕Xj and let [g, gj] : Y ⊕Xj → V
be the sink map. Since fj is an Ω-perfect epimorphism, the same holds for the ”parallel”
morphism g, hence V is Ω-perfect, too. �

As we will see very soon, it turns out that if C is a component in which no irreducible
map is Ω-perfect, then every non projective module in C has complexity at most 2. In
fact, we have a slightly more general result. We start with the following:

Proposition 17. Let C be an indecomposable non projective, and non τ -periodic module
and assume that there exist irreducible morphisms B → C and τC → B that are not
eventually Ω-perfect. Then, there exists a positive integer α such that for each n ≥ 0,
`(Ω2nC) ≤ `(C) + nα. In particular, C and every nonprojective module in the same
Auslander-Reiten component has complexity 2.
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Proof. Observe first that for each indecomposable non projective R-module M , we have
`(Ω2M) = `(τM). Now, applying the previous Lemma 3.3, we obtain for each i ≥ 0
that `(ΩiB) ≤ `(ΩiC) + α/2, and `(Ωi+2C) ≤ `(ΩiB) + α/2 for some positive number α.
Hence, for each i ≥ 0 we have `(Ωi+2C) − `(ΩiC) ≤ α. In particular, for each n ≥ 0 we
have `(Ω2nC) − `(C) ≤ nα. This means that the complexity of C is bounded by 2. If
cxC = 1, then, since it is not τ periodic, the module C must lie in a ZA∞-component
by [17], but for these components every irreducible map is eventually Ω-perfect. Hence
cxC = 2. �

We obtain the following immediate consequence: assume that we have a component C,
whose stable part Cs is of the form ZA∞∞, and assume also that there exists an Auslander-
Reiten sequence 0 → τC → E ⊕ F → C → 0 where E and F are indecomposable, and
neither E → C nor F → C is eventually Ω-perfect. Observe also that in this case, no
irreducible map in Cs between indecomposable modules is eventually Ω-perfect. It follows
immediately from the previous proposition that every non projective module in C has
complexity 2. This situation can actually occur. The following example is due to Ringel.

Example 18. Let R be the finite dimensional selfinjective string algebra given by the
quiver

1
α
((
2

β
((

γ
hh 3

δ

hh

modulo the relations αβ = 0, δγ = 0, γαγα = βδβδ and αγαγα = δβδβδ = 0. There
exists a ZA∞∞ component where none of the irreducible maps between the indecomposable
modules is eventually Ω-perfect, (or even τ -perfect). For instance, consider the string
module M = r3P2. It is easy to see that M is not eventually Ω-perfect, that α(M) = 2,
and that no irreducible map from an indecomposable module to M is eventually Ω-perfect.
Moreover, by [6], M lies in a component consisting entirely of string modules. But the
only string modules lying on the boundary of an Auslander-Reiten component can lie on
tubes (see [12], II.6.4), so this module belongs to a ZA∞∞ component. Note also that the
simple modules S1 and S3 are Ω-periodic of period 6, and that they both lie on tubes of
rank 3.

Example 19. Following Erdmann [12], for each positive integer m, we denote by Λm the
local symmetric string algebra over a field K,

Λm = K〈x, y〉/〈x2, (xy)m+1 − (yx)m+1, x2 − (yx)my, x3〉
If the characteristic of K is 2, and m+1 = 2n ≥ 4, then the algebra Λm modulo its socle is
isomorphic to the group algebra of the semidihedral group of order 2n+2 modulo its socle.
Motivated by this fact, Erdmann calls this algebra semidihedral. She proves that Λm has
infinitely many stable components of type ZA∞∞ and ZD∞ ([12], Propositions II,10.1 and
II,10.2), and that the other stable components are tubes of rank 1 and 2. Moreover, she
shows that the unique simple module lies in a component of type ZD∞ so it is not periodic.
Therefore, every indecomposable non projective Λm-module is eventually Ω-perfect by
[18]. Note that in the same book, Erdmann generalizes the notion of semidihedral algebra
to that of algebras of semidihedral type and one also obtains interesting examples for the
non local case ([12], Lemma VIII. 2.1.).
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3.1. ZD∞-components. We assume for the remainder of this section that C is a con-
nected Auslander-Reiten component whose stable part is of the form ZD∞. Let C be an
indecomposable module lying on the boundary of C. Then, without loss of generality we
may assume that C is Ω-perfect, by Remark 11. In this context we have the following:

Lemma 20. Let A and B be two indecomposable modules lying on the boundary of C with

Auslander-Reiten sequences 0→ τA
f1−→ M

g1−→ A→ 0 and 0→ τB
f2−→ M

g2−→ B → 0.
Then the irreducible map [g1, g2]t : M → A⊕B is an epimorphism if and only if the map
[f1, f2] : τA⊕ τB →M is also an epimorphism.

Proof. Counting lengths, we have `(τA)+ `(A)+ `(τB)+ `(B) = 2`(M). This means that
`(A) + `(B) < `(M) if and only if `(τA) + `(τB) > `(M). The result follows, since an
irreducible map is either a monomorphism, or an epimorphism. �

Keeping the notation from the lemma, we may clearly assume that the modules A and
B lying on the boundary of the component are Ω-perfect, and that the Auslander-Reiten
sequence ending at M is 0→ τM → τA⊕ τB ⊕ τX →M → 0 for some indecomposable
module X. Since the irreducible epimorphisms M → A and M → B are Ω-perfect, then
the irreducible epimorphisms τA ⊕ τX → M and τB ⊕ τX → M are also Ω-perfect
being “parallel” to Ω-perfect epimorphisms. Similarly, the irreducible monomorphisms
τM → τX ⊕ τA and τM → τX ⊕ τB are also Ω-perfect. Putting together our remarks,
we have:

Proposition 21. Let C be an Auslander-Reiten component whose stable part is of type
ZD∞. Assume that there is an irreducible map between indecomposable non projective
modules X → Y that is not eventually Ω-perfect. Then each non projective module in C
has complexity 2.

Proof. From the shape of our component, it follows by looking at “parallel” maps one at a
time, that we may assume that there exists an irreducible map of the form τM → τA⊕τB
or τA ⊕ τB → M that is not eventually Ω-perfect, where A and B are indecomposable
modules lying on the boundary of C, and M is an indecomposable module. Observe that,
neither τM → τA ⊕ τB nor τA ⊕ τB → M can be eventually Ω-perfect by Lemma 20.
Being of type ZD∞ means also that C cannot contain modules of complexity 1 by [17].
We apply now 17. and the result follows. �

We would like to propose the following questions summarizing the discussion in the first
three sections. The first one has been around for some time and is due to Rickard [25].

Questions 22. Let R be a selfinjective algebra.

(1) Assume that there exists an indecomposable R-module of complexity greater than
2. Is R is of wild representation type?

(2) Assume that R has stable components of type ZD∞ or ZA∞∞. Is R of tame repre-
sentation type? Must these components have complexity 2?

(3) Assume that R has a stable component of type ZA∞. Is R necessarily of wild
representation type?

The answer to the first question is known to be yes if R admits a theory of support
varieties, for instance in the group algebras case. See also [14]. The answer to the second
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and third question is also known to be affirmative in the group algebra case [12] but
almost nothing is known outside this case.

4. Growth of Betti numbers. The local case

Let us return to the situation where R = (R,m,k) is a local noetherian k-algebra. The
following questions were among questions posed in the late 1970s and the early 1980s.
They are still open even in the commutative artinian case, and even if we also add the
selfinjective assumption.

Questions 23. Let R = (R,m,k) be a local noetherian k-algebra. Let M be an inde-
composable finitely generated R-module of infinite projective dimension.

(1) Assume that M has complexity 1. Is the sequence of Betti numbers {βi(M)}i
eventually constant?

(2) Is the sequence of Betti numbers {βi(M)}i eventually nondecreasing?

The first question has an affirmative answer if R is a complete intersection ([10]). In the
radical square zero case the answer is also affirmative. We sketch the proof below (see
also [15])

Proposition 24. Let R = (R,m, k) is a local artinian ring with m2 = 0 and let M be a
finitely generated R-module with cxM = 1. Then the Betti numbers of M are eventually
constant.

Proof. Let F be a finitely generated free R-module. We observe first that since m2 = 0,
every submodule of mF is semisimple [3], so all the syzygies of M must be semisimple. Let
k denote the largest possible value of a Betti number of M and assume that it corresponds
to the i-th Betti number, that is βi(M) = k. This means that the i-th syzygy of M is a
direct sum of k simple modules, hence βi+1(M) ≥ k. Our choice of k implies now that
βi+j(M) = k for all j ≥ 0 and the result follows. �

Question 1 also has an affirmative answer in the case where R = (R,m,k) is a com-
mutative Gorenstein artinian ring with m3 = 0, see [15]. Question 2 is also pretty much
unresolved. In the local commutative artinian case, Gasharov and Peeva have shown
([15]) that for a finitely generated module M , we have the following:

βi+1(M) ≥ (2e− `(R) + h− 1)βi(M)

for large enough i. Here e = dimk m/m2, h is the Loewy length of R, and `(R) is the
length of R. They have also shown that if the constant 2e − `(R) + h − 1 ≥ 2, then the
sequence of Betti numbers has exponential growth. However it is not hard to produce
examples of local commutative artinian rings where the constant 2e − `(R) + h − 1 is
a negative number. We also want to mention the following two results due to Ramras
[23, 24]:

Theorem 25. Let (R,m, k) be a regular local ring of dimension at least two, and let
S = R/mk for some k ≥ 2. Let M be a finitely generated non free S-module. Then, for
each i ≥ 1 we have βSi+2(M) > βSi (M). �

and
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Theorem 26. Let R be a local artinian ring, and let M be a finitely generated non free
R-module. Then, for each i ≥ 1 we have

`(R)βi(M) > βi+1(M) >
`(socR)

`(R)
βi(M)

Observe that if we assume in the last theorem that R is also selfinjective, then its socle
has length equal to 1, so we don’t get any extremely useful information about the growth
of the sequence of Betti numbers.

It turns out that in certain cases we can prove a similar theorem to Ramras’ first
theorem. For this type of result we might restrict ourselves only to the local selfinjective
case R = (R,m,k) but this is not necessary. Recall that since R is selfinjective, then
for each integer n ≥ 0 we have that βi(τM) = βi+2(M) if M is an indecomposable non
projective R-module. We will assume that cxM > 1. Next we want to make sure that the
stable component of M consists of modules that are eventually Ω-perfect. As mentioned
in the introduction, this can be easily achieved if we assume that every simple R-module
is non periodic (cx k > 1 for the local case) by [18].

We have the following:

Lemma 27. Let R be a selfinjective algebra and let M be a finitely generated non projective
indecomposable R-module. Assume that the stable component of the Auslander-Reiten
quiver containing M is of the form ZA∞∞ and that it consists entirely of eventually Ω-
perfect modules. Then the sequences {β2n(M)}n and {β2n+1(M)}n are eventually strictly
increasing.

Proof. Let M be a module in this component. We may assume that M is Ω-perfect by
taking enough powers of theAuslander-Reiten translate. The Auslander-Reiten sequence
ending at M must have the following form [18, 20]

X
$$ $$

τM
%% %%

99 99

M

Y

:: ::

so we have an epimorphism τM → M that is the composition of two Ω-perfect epi-
morphisms. But we can infer from 4 that whenever we have an Ω-perfect epimorphism
f : B → C, then for each i we have βi(B) > βi(C) since βi(Kerf) > 0. This implies that
βi+2(M) = βi(τM) > βi(X) > βi(M) for all i ≥ 0 and the result follows. �

We now treat the D∞ case.

Lemma 28. Let R be a selfinjective algebra. Let Cs be a stable component of the Auslander-
Reiten quiver of the form ZD∞ consisting entirely of eventually Ω-perfect modules.

(1) Let M be a module in Cs not lying on the border of the component. Then the
sequences {β2n(M)}n and {β2n+1(M)}n are eventually strictly increasing.

(2) Let Y and Z be two indecomposable modules in Cs lying in the two different τ -
orbits that form the border of the component. Then the sequences {β2n(Y ⊕ Z)}n
and {β2n+1(Y ⊕ Z)}n are eventually strictly increasing.
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Proof. Let M be an indecomposable module in this component. We may assume that M
is Ω-perfect by taking enough powers of the Auslander-Reiten translate. If the Auslander-
Reiten sequence ending atM has three indecomposable terms in the middle, the Auslander-
Reiten sequence ending at M must have the following form [18, 20]

X
$$ $$

τM // //

99 99

%% %%

Y �
� // M

Z
, �
::

so as in the previous lemma we have an epimorphism τM → M that is the composition
of two Ω-perfect epimorphisms. and βi+2(M) = βi(τM) > βi(M) for all i ≥ 0. So
the sequences of odd ,and of even Betti numbers for M are strictly increasing. Next we
look at the module X. It is clear that we may assume that X is also Ω-perfect. The
Auslander-Reiten sequence ending at X is of the form

0→ τX → τM ⊕X1 → X → 0

where the irreducible map X1 → X is an epimorphism. We proceed as in the proof of
the previous lemma and obtain that for large enough n, the sequences {β2n(X)}n and
{β2n+1(X)}n are strictly increasing. We proceed by induction along the sectional path of
irreducible epimorphisms

· · ·Xn → · · · → X2 → X1 → X

and we conclude that for each module Xj the two sequences {β2n(Xj)}n and {β2n+1(Xj)}n
are eventually strictly increasing. This implies that the result holds for every module in
the component, whose Auslander-Reiten sequence has the middle term decomposing into
two indecomposable summands. This proves the first part of the lemma. By 20 we see
that we have a composition of two irreducible epimorphisms fro τY ⊕ τZ → Y ⊕ Z and
we may also assume that both Y and Z are Ω-perfect. This shows that {β2n(Y ⊕ Z)}n
and {β2n+1(Y ⊕ Z)}n are eventually strictly increasing. �

For the case when the stable component is of type ZÃn or ZD̃n we proceed as above. We
have the following similar proposition:

Proposition 29. Let R be a selfinjective algebra and let M be a finitely generated non
projective indecomposable R-module. Assume that the stable component of the Auslander-

Reiten quiver containing M is of the form ZÃn or ZD̃n and consists entirely of eventually
Ω-perfect modules. Assume that the Auslander-Reiten sequence ending at M has a de-
composable middle term. Then the sequences {β2n(M)}n and {β2n+1(M)}n are eventually
increasing.

Proof. Note first that M has complexity 2, by [20]. We use now the fact that a component

of type ZÃn is of tree type A∞∞ and use the same argument as above. For the case when

the component is of type ZD̃n with n > 4, we can use the same proof as in the ZD̃∞ case,
so it remains to look at the case when n = 4. In that case, if M is an Ω-perfect module,
by [18] the Auslander-Reiten sequence ending at M has the form

0→ τM
[ f1,f2,f3,f4 ]T−−−−−−−−→ E1 ⊕ E2 ⊕ E3 ⊕ E4

[ g1,g2,g3,g4 ]−−−−−−−→M → 0
–14–



where each fi is an irreducible epimorphism and each gi is an irreducible monomorphism.
We show first that at least one of the two induced irreducible maps E1 ⊕ E2 → M or
E3 ⊕ E4 → M is an irreducible epimorphism. Assume they are both monomorphisms.
Then both `(E1 ⊕ E2) < `(M) and `(E3 ⊕ E4) < `(M) hence

`(M) + `(τM) = `(E1) + `(E2) + `(E3) + `(E4) < 2`(M)

implying `(τM) < `(M). Since M is Ω-perfect we can repeat this argument and we obtain
that the sequence {`(τnM)} is strictly decreasing; clearly a contradiction. Therefore we
may assume that E3 ⊕ E4 → M is an irreducible epimorphism. This means that we can
look at our sequence as being

0→ τM
[ f1,f2,f ′3 ]T−−−−−−→ E1 ⊕ E2 ⊕ E ′3

[ g1,g2,g′3 ]−−−−−→M → 0

where E ′3 = E3 ⊕ E4. Now we obtain again from [18] that the induced map f ′3 is an
irreducible epimorphism and since M is Ω-perfect, βi(τM) > βi(M) for all i ≥ 0. The
result follows now immediately. �
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[13] K. Erdmann, A. Skowroński, On Auslander-Reiten components of blocks and self-injective biserial

algebras, Trans. Amer. Math. Soc. 330 (1992), 165–189.
[14] R. Farnsteiner, Tameness and complexity of finite group schemes. Bull. Lond. Math. Soc. 39(1)

(2007), 63–70.
[15] V. N. Gasharov, I. V. Peeva, Boundedness versus periodicity over commutative local rings. Trans.

Amer. Math. Soc. 320(2) (1990), 569–580.
[16] E. H. Gover, M. Ramras, Increasing sequences of Betti Numbers, Pacific J. of Mathematics 87 (1980),

65–68.
[17] E. L. Green, D. Zacharia, Auslander-Reiten components containing modules with bounded Betti num-

bers, Trans. Amer. Math. Soc., 361 (2009), 4195–4214.
–15–



[18] E. L. Green, D. Zacharia, On modules of finite complexity over selfinjective artin algebras. Algebras
and Representation Theory., 5 (2011), 857–868.

[19] D. Happel, U. Preiser, C. M. Ringel, Vinberg’s characterization of Dynkin diagrams using subadditive
functions with application to DTr-periodic modules. Representation theory II, pp. 280–294, Lecture
Notes in Math., vol 832, Springer, Berlin, (1980).

[20] O. Kerner, D. Zacharia, Auslander-Reiten theory for modules of finite complexity over self-injective
algebras, Bull. London. Math. Soc., 43(1) (2011), 44–56.

[21] O. Kroll, Complexity and elementary abelian p-groups. J. Algebra 88(1) (1984), 155–172.
[22] S. Liu, R. Schulz, The existence of bounded infinite DTr-orbits. Proc. Amer. Math. Soc. 122(4)

(1994), 1003–1005.
[23] M. Ramras, Sequences of Betti numbers. J. Algebra 66 (1980), 193–204.
[24] M. Ramras, Bounds on Betti numbers. Canad. J. of Math. 34 (1982), 589–592.
[25] J. Rickard, The representation type of self-injective algebras. Bull. London Math. Soc. 22(6) (1990),

540–546.
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